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Datacenter Trend
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▪ Storage system is evolving towards the disaggregated architecture
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Direct Attached Architecture

• Increase CPU & SSD utilization

• Reduce storage spending & TCO

• Simplified scalability

• Higher performance 

• Increase hardware flexibility

• Ideal capacity utilization
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SSD SSD SSD SSD SSD SSD
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CPU CPU CPU CPU CPU CPU
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Disaggregated Architecture

Network

Compute

Storage

Compute

Storage

Disaggregated Architecture



Ultimate 
Performance with 

Predictable Latency

•High Bandwidth & 
Low Latency

•Stable QoS

Cloud-friendly 
Features

•Volume Customizing

•Virtualization / 
Container API 
supported

User-oriented 
Manageability

• In-band / Out-of-
band Management

•More Configuration 
for NAND Flash

Vital Virtues of Disaggregated Storage
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NVMe-oF Interface

▪ Can break through the scaling limitation of PCIe-attached NVMe

▪ Uses a transport protocol over a network to access remote NVMe

▪ End-to-End NVMe semantics across a range of topologies

▪ Retains NVMe efficiency and performance over network fabrics

Hosts Storage

Server

CPU

Network

NVMe

SSDs

PCIe

Switch

NVMe → NVMe-oF

(Encapsulation)

NVMe-oF
NVMe-oF → NVMe

(De-capsulation)

※ Up to few hundreds
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Project Poseidon

▪ Opensourced NVMe-oF Reference System Development Project

▪ Started from July, 2018, Planning to opensource in March.
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Poseidon SW
Storage OS for NVMe-oF

Poseidon HW
E1.S/E3.S Ref. System 

▪ OCP based industrial collaboration b/w

▪ Component Vendor ↔ System Vendor ↔ Data Center

▪ Open-source HW & SW project to expand NVMe eco-system

Project Poseidon



Hardware System for NVMe-oF



① PM9A3 E1.S SSD 

② SSD Backplane 

③ Power Supply Unit (PSU)

④ Front Panel & IO Module

⑤ System Fan 

⑥ Motherboard

⑦ OCP Mezzanine NIC

⑧ PCIe Slot (FHHL Card)

32ea

1ea

2ea

1ea

8ea

1ea

1ea

2ea

Chassis EIA standard (19”)

Form Factor 1U

Processor Next Gen x86 Processor

# of Processors 2

Max # of Memory Slots 32

Memory Speed 3,200 MT/s

Network RDMA / TCP 

Network Speed Up to 100 GbE * 6 port

PCIe Version PCIe 4.0

Storage E1.S SSD * 32ea

⑧

① ② ③

④

⑤ ⑥

⑦

Poseidon V1 Server
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• Samsung PM9A3 Specification
(Aggregated)

*Theoretical B/W limit: 128GB/s

IO Performance – Single vs Aggregated

▪ Each 32 SSDs shows stable IO performance around 6.4GB/s

▪ Aggregated IO performance achieved > 102GB/s 

▪ Lanes b/w CPU↔PCIe Switch (x16) are saturated with 4 SSDs



Software Solution for NVMe-oF
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▪ User-space storage OS for NVMe-oF

▪ Provide PCIe Gen4 performance via network 

▪ Up to 200GbE

▪ Support valuable storage features

▪ NUMA-Aware, Volume Mgmt, Perf Throttling,

SW RAID, …

▪ Easily integrate with upper orchestration layers

▪ RESTful, CSI, …

Customized virtual device

Reference Software

Initiator

Target

Kernel

NVMe-oF

Initiator

NVMe-oF

NVMe SSDs

PoseidonOS Concept
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▪ User-defined collection of Physical NVMe SSDs

▪ Can contain 1 or more POS volumes

PoseidonOS Array
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NVM Subsystem Perspective

▪ Each logical volume (i.e., namespace) is mapped to namespace 

▪ Max 256 volumes are supported 
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▪ User-space NVMe-oF / NVMe IO

▪ Avoids overheads of system calls and data copies

▪ Spends more CPU cycles for storage services

▪ Enables better latency and IOPS

User

User

Kernel

Kernel-space User-space

Block IO 

NVMe Driver

bio

request

request Q

BlockMQ

(per cpu)
request Q

SQ/CQ

ISR

File System

Device File

Application

System call

VFS

Application

BDF(Bus Device Function) address

VM

Userspace Advantage

NVMe Driver
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▪ Log-structured RAID approach follows naturally since user data is stored to 

SSDs in log-structured manner 

▪ Can reduce WAF and QoS impact for user IO

Log-structured RAID

Write buffer

Data device Data device Parity device

① All user writes are first

stored in write buffer

② Calculate RAID parity
when write buffer is full, 

③ Flush user data & RAID parity
In log-structured manner
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Front-End

Back-End

NVMe-oF

Metadata handling

Storage Features

NVMe SSDs

Write Buffer

Front-End Back-End

Latency-oriented Throughput-oriented

User IO, Network only RAID, Flush, GC, …

Dedicated thread

(No context switch)
Thread pool

Direct device interaction Indirect device interaction

IO Stack 
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NVMe SSD

NUMA 0

Memory

…Array 0 …Array 1

Segment N

…

Stripe (Chunk x #SSDs)

Chunk (256KB)

Block (4KB)

Segment
(SSD GC Unit)

Write 
Buffer

Check PointingFlush

Journal 
Buffer

Metadata

Write 
Buffer

Journal 
Buffer

Metadata

WAL

NVDIMM 

(or SCM)

NUMA 1

Storage Hierarchy in PoseidonOS



▪ PCIe Gen4 SSD * 32

▪ 200GbE Network Connection

▪ NVMe/TCP 

▪ 2 Arrays / 43 Volumes

▪ RAID 5 (15 + 1)

▪ Using uDriver in initiator-side
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* Intel Xeon CPU (3Ghz, 48 Cores) * 2ea, DDR4-3200 32GB * 32ea, PM9A3 4TB * 32ea, MLNX CX-5 * 2
Ubuntu 5.3.0-24-generic, poseidonos-0.9.10

Poseidon

Subsystem1

Namespace1

Subsystem2

Namespace2 …
Subsystem43

Namespace43

Initiator1

FIO w/ UDD

Initiator2

FIO w/ UDD

NVMe/TCP
(100GbE)

NVMe/TCP
(100GbE)

Array 0 (15 + 1)

…

Array 1 (15 + 1)

…

Experiment Environments 
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Write 

Read 

Seq. Read

24.5GB/s

Rnd. Read

22.6GB/s

Seq. Write

22.6GB/s

Rnd. Write

16.5GB/s

Performance Numbers

▪ Achieved up to 200GbE Performance via NVMe/TCP

▪ Random Write has room for improvement

* Sequential IO: 128KB, QD4

Random IO: 4KB, QD128
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Kernel driver 

User-space Driver

Relative

Performance

Seq. Read

3% ↓

Seq. Write

23% ↓

Rnd. Read

20% ↓

Rnd. Write

16% ↓

Performance - Initiator SW Stack

▪ User-space driver shows superior performance 

▪ Except for Seq. read, kernel driver has up to 23% performance drop
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Random I/O without GC Random I/O with GC

IO Consistency = 0.949
- 99.9th IOPS / Average IOPS
- Higher is better

IO Consistency: 0.872
- 99.9th IOPS / Average IOPS
- Higher is better

IO Consistency 

▪ Provide stable QoS in case of mixed IO (7:3)

▪ Internal IO drops IO consistency slightly
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Future Works

▪ Datacenter adoption and provide for a real cloud service

▪ Support innovative devices (ex. ZNS, QLC)

▪ Support more features/provide developers toolkits

▪ Enable PCIe Gen5 performance 

▪ Available at Github

▪ https://github.com/poseidonos/poseidonos

https://github.com/poseidonos/poseidonos


Thank You
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- Provides Fault Tolerance Feature - RAID / EC

- Partition mgmt - System / User / Meta Area

- Physical device mgmt - SSD Array, NVDIMM

- SSD device monitoring

- Guarantee ACID of metadata

- Metadata I/O handling

- Journaling and Restore

- User I/O handling

- Provides NVMe-oF connectivity

- Logical Device mgmt - Volume

- Performance Optimization

- User IO QoS
Volume Mgmt

IO 

Sched

NVMe-oF

Mapper GC

NVMe

Allocator QoSCLI

Userdata Layer

Meta Journaling File system 

Meta Storage Subsystem

Metadata  Layer

Journal

SSD SSD SSD

Array / Partition Manager

Fault Tolerance Master 

Ctx

Mgr

Rebuilder

…

Storage Resource Management Layer

Monitor

Daemon

NVDIMM

Internals
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Target Server

Frontend Node 

(NUMA0)

Backend Node 

(NUMA1)

NIC

SSDs

UPI

Memory

(NUMA0)

Memory

(NUMA1)

NVM / SSDs

• NUMA0: User IO, Network,

• NUMA1: Flush, RAID, GC, …

Single Array Two Array (NUMA-aware)

Target Server

POS Array 0

(FE, BE)

POS Array 1

(FE, BE)

NIC

NVM / SSDs

UPI

Memory

(NUMA0)

Memory

(NUMA1)

NVM / SSDs

NIC

Use cases


